Smart-surface: Large scale textile pressure sensors arrays for activity recognition
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A B S T R A C T

In this paper we present textile-based surface pressure mapping as a novel, unobtrusive information source for activity recognition. The concept is motivated by the observation that the vast majority of human activities are associated with certain types of surface contact (walking, running, etc. on the floor; sitting on a chair/sofa; eating, writing, etc. at a table; exercising on a fitness mat, and many others). A key hypothesis which we validate in this paper is: by analysing subtle features of such interaction, various complex activities, often ones that are difficult to distinguish using other unobtrusive sensors, can be well recognised. A core contribution of our work is a sensing and recognition system based on cheap, easy-to-produce textile components. These components can be integrated into matrices with tens of thousands of elements, a spatial pitch as fine as 1 cm², temporal granularity of up to 40 Hz and pressure dynamic range from $0.25 \times 10^5$ to $5 \times 10^5$ Pa. We present the evaluation of the concept and the technology in five scenarios, through matrix monitoring driver motions at a car seat ($32 \times 32$ sensors on $32 \times 32$ cm²), a Smart-YogaMat ($80 \times 80$ sensors on $80 \times 80$ cm²) detecting and counting exercises, to a Smart-Tablecloth ($30 \times 42$ sensors on $30 \times 42$ cm²) recognising various types of food being eaten.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

Virtually all human activities involve interaction with surfaces. At the very least, due to gravity, some parts of the body need to be in contact with a supporting surface (ground, chair, bed, etc.). In addition, many actions involve hand interactions on surfaces such as tablets, tables or work benches. The work described in this paper is motivated by the hypothesis that most of such activities can be associated with characteristic spatio-temporal pressure patterns on the respective surface. A key insight is that such patterns are not limited to activities directly related to the respective surface (e.g. steps on the ground or hands operating something located on the table). Instead, vibrations, changes in centre of gravity and balance shifts propagate throughout the entire body, causing for example hand actions to influence the pressure distribution of the bottom of the feet on the ground. Thus, as will be shown later on, when a person is standing in front of a cupboard the pressure distribution on the bottom of the feet is different when reaching for the top shelves, for a middle or the bottom shelves (see Fig. 8). Similarly, when a person is lifting weights while standing, the rhythm and balance of the lifting motion is reflected in the pressure distribution on the ground. On a more direct level, cutting, poking on a plate or scooping food from it each produces a distinct pressure pattern on the table (Fig. 9).
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Fig. 1. The pressure sensing matrix—physical model, implementation and usage in sport.

Table 1
Overview of applications with Smart-Surface for activity recognition. Results are given in person-dependent/person-independent recognition rate. Details of each application are given in Section 4. (p = participants).

<table>
<thead>
<tr>
<th>Application</th>
<th>Sensor position</th>
<th>Sensor type</th>
<th>Collected data</th>
<th>Recognition rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pervasive control interface</td>
<td>on sofa</td>
<td>30 × 30 sensor matrix</td>
<td>6 p/60 × 15 gestures</td>
<td>96.0/90.0%</td>
</tr>
<tr>
<td>Posture recognition</td>
<td>on car seat</td>
<td>32 × 32 sensor matrix</td>
<td>8 p/180 × 9 postures</td>
<td>85.6/71.1%</td>
</tr>
<tr>
<td>Tracking of sport exercises</td>
<td>in sport mat</td>
<td>80 × 80 sensor matrix</td>
<td>7 p/140 × 10 exercises</td>
<td>88.7/86.4%</td>
</tr>
<tr>
<td>Activity recognition</td>
<td>on floor</td>
<td>32 × 32 sensor matrix</td>
<td>11 p/220 × 7 actions</td>
<td>81.0/78.7%</td>
</tr>
<tr>
<td>Nutrition monitoring</td>
<td>on dining tablet</td>
<td>30 × 42 sensor matrix + 4 FSR</td>
<td>5 p/40 meals (15–40 min each)</td>
<td>87.1/71.4%</td>
</tr>
</tbody>
</table>

From the above considerations the contribution of this paper is threefold:

1. We present **Smart-Surface**, a cheap, unobtrusive textile pressure sensing matrix (see Fig. 1) that allows the acquisition of surface pressure distribution patterns with large temporal and spatial resolution and high dynamic range (1 cm² pitch, 40 Hz, from 0.25 × 10⁵ to 5 × 10⁵ Pa, details in Section 2).
2. We present a general processing chain (see Fig. 3) suitable for extracting activity related information from the signals of our sensing system.
3. We evaluate our system in 5 experiments (see Table 1): gesture recognition as a pervasive user interface on a sofa surface, posture/activity recognition on a pressure sensor matrix augmented car seat, sports exercise monitoring using a pressure sensitive yoga mat, upper body activity recognition using floor/carpet mounted pressure sensor matrix, and nutrition monitoring using a pressure sensitive table cloth.

The focus of our work is on demonstrating the diversity of activities that can be recognised with a relatively simple sensor. This includes activities that are (1) not obviously associated with surface pressure and/or (2) contain information that is difficult to recognise using other common unobtrusive sensing modalities such as inertial measurement units (e.g. balance of weight). Thus the detailed data mining techniques for each application are not the focus. Instead we present the general processing chain and the overall recognition accuracies. We have presented 4 out of the 5 applications as conference papers, in which the data mining details can be found [1–4].
Table 2 Comparison of existing digital pressure matrices.

<table>
<thead>
<tr>
<th>Application</th>
<th>Modality</th>
<th>Node count</th>
<th>Analogue precision</th>
<th>Refresh rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Commercial surface pressure mapping [24]</td>
<td>Resistive matrix</td>
<td>32 × 32</td>
<td>Discharging capacitor(^a)</td>
<td>1 kHz</td>
</tr>
<tr>
<td>Shoes, gait analysis [25]</td>
<td>Opto-electronic</td>
<td>64 nodes</td>
<td>14-bit</td>
<td>1.8 kHz</td>
</tr>
<tr>
<td>Shoes, gait analysis [5]</td>
<td>Resistive</td>
<td>6 nodes</td>
<td>10-bis</td>
<td>100 Hz</td>
</tr>
<tr>
<td>Shoes, gait analysis [6]</td>
<td>Resistive matrix</td>
<td>48 nodes</td>
<td>12-bit</td>
<td>100 Hz</td>
</tr>
<tr>
<td>Seat, driver comfort [26]</td>
<td>Capacitive matrix</td>
<td>10 × 10</td>
<td>10-bit</td>
<td>100 Hz</td>
</tr>
<tr>
<td>Sitting posture [7]</td>
<td>Capacitive matrix</td>
<td>240 nodes</td>
<td>24-bit</td>
<td>90 Hz</td>
</tr>
<tr>
<td>Sitting posture [8]</td>
<td>Resistive matrix</td>
<td>16 × 16</td>
<td>Unspecified bit</td>
<td>10 Hz</td>
</tr>
<tr>
<td>Sitting posture [9]</td>
<td>Resistive matrix</td>
<td>42 × 84</td>
<td>8-bit</td>
<td>6 Hz</td>
</tr>
<tr>
<td>Bed, sleeper’s vital signs and posture [27,28]</td>
<td>Resistive matrix</td>
<td>16 × 16</td>
<td>Unspecified</td>
<td>12 Hz</td>
</tr>
<tr>
<td>Bed, sleeper’s posture and rehabilitation exercises [13,12]</td>
<td>Resistive matrix</td>
<td>64 × 128</td>
<td>Unspecified</td>
<td>Unspecified</td>
</tr>
<tr>
<td>Bed, sleep stage [14]</td>
<td>Resistive matrix</td>
<td>64 × 128</td>
<td>8-bit</td>
<td>1 Hz</td>
</tr>
<tr>
<td>Human computer interaction [21]</td>
<td>Resistive matrix(^b)</td>
<td>42 × 48</td>
<td>8-bit</td>
<td>33 Hz</td>
</tr>
<tr>
<td>Humanoid robotics [29]</td>
<td>Resistive EIT(^c)</td>
<td>16</td>
<td>Unspecified</td>
<td>24 Hz</td>
</tr>
<tr>
<td>Smart-Surface</td>
<td>Resistive matrix</td>
<td>Up to 128 × 128</td>
<td>24 bit</td>
<td>40 Hz</td>
</tr>
</tbody>
</table>

\(^a\) Discharging a capacitor is a low-end alternative to using an ADC [30].
\(^b\) Electrical Impedance Tomography, a technique to reversely estimate the resistance distribution of a conductive material only from the rim [31].
\(^c\) This is only the number of the physical electrodes; the calculated pressure mapping has higher resolution but is not specified by the authors.

1.1. Related work

When looking at related work we consider two aspects. First we look at research on pressure based sensing. Second we consider the broader area of activity recognition and discuss how the proposed large area pressure matrix is related to various common sensing modalities.

1.1.1. Pressure sensing

Resistive pressure sensors, sometimes also called resistive force sensors, recognise human activity through the force on an area. Wearable pressure sensors are used in shoes to analyse gait information [5,6]. Pressure sensor equipped chairs/seats can detect a user’s posture [7,8] and be used in gaming [9], or recognise a driver’s identity [10]. Furniture equipped with pressure sensors are used to recognise daily activities of the elderly [11]. Pressure sensor matrix equipped beds are used to recognise on-bed rehabilitation exercises or monitor sleep posture and stage [12–14]. Different kinds of pressure sensitive floors have been used for indoor positioning [15,16], gait/person identification [17–19,19], and human computer interaction [20,21]. Printed polymer-film pressure matrices are cheap in price and available on the market, but with very limited flexibility and no air permeability. In research and in products such as [22] or [23], optical interference is used to measure the surface pressure distribution of a piece of glass panel. The resolution and conversion bits are therefore solved by the widely well developed camera technology. However such technologies require a glass panel as the sensitive element, which greatly limits the application scenario possibilities.

Table 2 provides a brief overview over existing matrices regarding resolution, precision and refresh rate in comparison with our Smart-Surface. Overall our system stands out through the combination of high spatial resolution (up to 128 × 128 points with flexible, application specific pitch up to 1 cm), sampling rate (up to 40 Hz) and dynamic range (24-bits) which are achieved using a cheap unobtrusive textile setup.

1.1.2. Other sensing modalities

Overviews of activity recognition using various sensor types can be found in literature [32–35]. In general we distinguish between wearable and ambient sensors.

Wearable sensing systems can be with the users at all times no matter where they go. Inertial measurement units (IMU), which are small in size and have a direct link to activity, are extensively used at different body positions as wrist bands, bracelets, on torso or at pelvis, to recognise daily activities [36], gestures [37], for step and sleep monitoring [38], etc. However, IMUs pick up information only from the location where they are fixed to. To monitor complex activities where multiple parts of torso and limbs are involved, multiple IMUs on different body locations are needed, which is not very convenient for long term usage beyond lab environments. Also not all locations are well suited for attaching sensors regarding social acceptance (e.g. head and face) or for practical reasons (e.g. wet or sterilised hands). The most common wearable system with embedded IMUs, namely the smartphone, locates most of the time in the user’s pocket or bag. Therefore it is not suitable for monitoring limb movements. Other IMU equipped wearable sensing platforms like smart watches [39], head mounted displays [40], or specific systems on rings, gloves or shoes [41,42], locate also only at a specific body location. Other wearable sensors include resistive sensors [43] and capacitive smart textiles [44], microphones [45], magnetic sensors [46,47], RFID systems [48], biomedical sensors (electrocardiography, electromyography or electroencephalography) [49], etc., just to name a few.

Ambient sensing systems are hidden inside the environment. In general they are less obtrusive to the user but may require more installation and maintenance effort. The most successful category of ambient sensors are probably vision
based systems, including normal video cameras [50], thermal sensors [51], infrared cameras [52], and depth cameras such as the Kinect [53]. Cameras are also used in wearable systems (e.g. for automatic life-log [54]) and are included in most smartphones. While cameras can easily cover a large area like a room, there are challenges regarding occlusion, varying illuminations and privacy invasion. Besides cameras other ambient sensors have been proposed to monitor user activity. In [55] power consumption of kitchen appliances are used for monitoring the cooking habits. In [56] microphones are used to monitor bathroom activities. Signal strength [57] and proximity sensors [58] can be used to detect a user’s indoor position and activity. They detect however human presence with higher confidence than the types of activities. Normally smart environments contain multiple sensing modalities (e.g. the Georgia Tech Aware Home [59]). Data from wearable and ambient systems can be fused to further enhance recognition performance [60].

Overall we see the core value of our Smart-Surface in being able to complement existing activity recognition systems with information that is difficult to obtain using other sensing modalities.

2. System architecture

A simple pressure sensitive element can be built by placing a pressure sensitive layer, e.g. carbon polymer foam between two electrodes. When force is applied to the sensor, the conductive layer gets compressed and the density of the conductive particles in the material increases, causing the resistance to drop. The resistive change is relative to the force applied to it and can be converted to voltage by a resistive voltage divider. The voltage signal can then be digitised by an analog-to-digital converter (ADC).

When multiple pressure sensors are arranged into a matrix, a grey scale image is created, representing the pressure distribution over the matrix. When touched by a person, the sensor matrix not only captures the overall force/weight, but also reveals detailed information like the shape and size of the contact area. With low-noise analogue design, high precision 24-bits ADCs and appropriate sampling rate, the matrix can produce a pressure image stream containing a lot of details about the person’s activities.

We proposed a scalable and high precision architecture for the pressure matrix and corresponding control architecture [61], shown in Figs. 1 and 2.

The sensing matrix consists of three layers. The top and bottom layers are made of the same fabric, composed of evenly spaced parallel metallic stripes, separated by non-conductive polyethylene terephthalate. This fabric was designed by us in collaboration with SEFAR AG [62] and woven by SEFAR AG on normal textile machinery. The middle layer is a pressure sensitive semi-conductive fabric also produced by SEFAR AG (SEFAR CarbonTex [63]). The bottom layer is 90° rotated from the top layer, so that $n \times m$ cross-sections are created from $n$ and $m$ metallic stripes on the top and bottom layers respectively. Each cross-section acts as a pressure sensor and forms up one pixel in the pressure distribution image.

A field-programmable gate array (FPGA) controls the ultra-fast switch array and ADCs to drive the matrix and sample data from it. Each matrix column (ith from $n$) is switched on by enabling one switch and disabling the rest. The voltages on the $m$ rows are then mainly related to pressure asserted to the $m$ cross-sections on the $ith$ column. These voltages are then passed to multiplexers and further fed into ADCs. At the next time step, the $(i+1)$-th column is switched on and the readouts from ADCs now represent the pressure asserted to the $(i+1)$-th column. By sweeping from the 1st to the $n$th column, an $n \times m$ pressure image is generated. When sweeping continuously, the images form up a data stream, representing the pressure.
distribution and its change over time. This data stream is then sent to a computer via serial ports (UART-USB) with one physical USB cable. Our current implementation is capable of driving a maximum of 128 × 128 sensing points at 40 frames per second.

This architecture and implementation contribute to activity recognition with the following features:

High spacial resolution and proper sample rate: The majority of scenarios shown in this paper, feature a matrix with a spacial resolution of 1 cm², viz. 10⁴ sensing points per m², providing extremely fine pressure distribution to reveal activity details. The 40 Hz sample rate is considered to be sufficient for typical human motions.

High sensitivity and wide dynamic range: We demonstrate by the various applications that the matrix is able to detect differences from very small (e.g. ~100 g for an empty plate) to very high weights (e.g. ~100 kg when a person stands on it). The concrete pressure at a single point depends on a lot of factors (not only the overall weight and the area of contact, but also the shape, softness and roughness of the contact surface). The mapping from pressure to voltage is both hysteretic and non-linear. Thus it is hard to measure concrete sensitivity which will not be constant for all application scenarios. However, showing various application scenarios, we demonstrate that our matrix covers a large measuring range and meanwhile remains sensitive enough to detect both subtle and large human activities. A brief guess of dynamic range is achieved by putting different weights onto the sensing matrix. The result of one test is given in Fig. 1, where the measurement starts from 1 kg weight (~10 N) on a 4 cm² sensing area and reaches saturation at around 22 kg (~200 N), which corresponds to 0.25 × 10⁵ to 5 × 10⁵ Pa. This range mainly depends on the resistivity behaviour of the middle layer under pressure. In our case, the middle layer is made of woven semi-conductive polymer thread and the conductivity comes from the carbon-powder mixed into the polymer. We can thus expect that the measuring range changes with the percentage of carbon-powder mixed in, the thread’s diameter, the weaving density, etc. To perform a quantitative study of their influence on the measuring range, different types of middle layer fabric must be manufactured, which is yet to be done because industry production need to be involved.

Scalability: The maximum number of the sensing points is limited by the FPGA pin numbers, ADC sample rate and data transmission techniques by design. Using state-of-art components, the upper limit of our architecture is ~10⁵ × 10³. This means a coverage of 100 m² with a single system if the 1 cm² resolution is kept. This spacial resolution can also be scaled by changing the metallic stripes’ separation, which can be between ~0.5 cm and 0.5 m. To keep electrical performance, the resistance of the semi-conductive threads needs to be raised when large pixel size, higher channel number or higher measuring range is desired. This can be adjusted by the percentage of carbon powder mixed into the threads and the percentage of semi-conductive threads woven in. The communication with a PC can be wireless through Bluetooth/WIFI with less pixel number for low-power consumption, or at a higher speed with Gigabit Ethernet or other high-speed bus like PCI Express for a higher pixel number. In a word, under our sensing architecture, the channel number, pixel size, coverage area, pressure measuring range, communication modality can all be scaled.

Comfort: Because all 3 layers are made of woven fabrics, the whole sensing matrix is soft, thin, flexible and air permeable, thus less obstruction to the user. This ensures its long-time usage both in wearable and ambient applications.

3. Smart surface activity recognition workflow

From the sensor description above, it can be seen that the signal produced by the Smart-Surface is essentially an “image like” representation of the spatial pressure distribution at a given point in time. However, from the point of view of signal processing it differs from a “normal” image in several ways:

- Because the matrix can be considered as a resistor grid, where the resistors are not completely isolated from each other. A resistive change in one pixel also influences the nearby pixels, especially pixels in the same column since they are switched on at the same time.
- Every time the Smart-Surface is installed and used (e.g. put onto the ground), it is twisted slightly differently. Thus the default pressure distribution asserted by its own weight and folding changes.
- The sensor system is not an array of closely spaced pixels that produce a quasi continuous image but a grid where sensitive spots (junctions of the conductive lines) alternate with fairly large non sensitive spaces. This means that independently of the noise the image is not an accurate representation of the shape. Instead, depending on the alignment between the object exerting the pressure (e.g. the foot) and the grid, different shape and different overall absolute pressure value will be seen.
- Unlike in most computer vision applications, key information is often contained in relatively high speed (sub second) and subtle intensity (fully utilising the 24-bits dynamic range) changes.

On the positive side, unlike in classical image processing, there are no problems with background clutter and lighting conditions. There is also no scaling issue, although both shift and rotation invariance are important considerations.

For the recognition chain the above means that the following general steps are needed as a basis for application specific recognition method:

1. A pre-processing step that removes the Smart-Surface-specific noise described above.
2. A feature extraction step that emphasises abstract, shift and rotation invariant structural characteristics of the pressure distribution over the exact shape of individual objects visible in the image.

Please cite this article in press as: J. Cheng, et al., Smart-surface: Large scale textile pressure sensors arrays for activity recognition, Pervasive and Mobile Computing (2016), http://dx.doi.org/10.1016/j.pmcj.2016.01.007
3. A temporal pattern extraction step based on the above features.

We have implemented a general recognition workflow for the Smart-Surface and used it in all our case studies. The workflow and typical output after each step is given in Fig. 3. The individual steps are described in more detail below.

3.1. Step 1: preprocessing

First, to compensate crosstalk within the resistor grid, a compensation term is calculated for every column of the frame as the minimum value of the column. Also in some experiments, an early hardware implementation was used and some columns or rows provided wrong values due to connection problems (as seen in bottom right subplots in Fig. 3). The values within these columns and rows are (1) much higher than it should be, (2) almost constant within the same column/row, (3) very different from the adjacent columns/rows. The sum of absolute difference of adjacent pixels within each column/row, divided by the sum of absolute difference of each pixel within that column/row to the next pixel within the adjacent column/row is then used as a measure to detect whether that column/row should be replaced by the adjacent columns and rows. For robustness the whole frame is filtered by a median filter.

Second, to account for difference caused by installing and usage, we calibrate the default distribution by removing the DC. The DC component for each pixel is calculated as the average value during the time when the matrix is not occupied.

Finally, to create a smoother spacial representation, each frame is up-sampled to twice the original size both on column and row. Up-sampling increases the pressure image resolution by interpolating intermediate pixels using bi-linear interpolation [65]. The higher resolution is not only visually smoother and more perceivable, but also contributes to more accurate calculation of image features (see next section), which leads to better classification results.
3.2. Step 2: feature extraction

For some applications, only a single major area is triggered on the pressure matrix, e.g. in Smart-Seat the main contact area is between the buttocks and the seat (Section 4.2.1). In other applications, there are multiple separated contact areas, e.g., in Smart-Floor (Section 4.2.3) two feet stand on the floor. As a consequence we characterise the spatial structure of the pressure pattern within a single frame on two levels. On one hand we consider the distribution over the entire sensor grid (single contact analysis). On the other hand we identify individual contact areas (e.g. caused by feet, hands) and characterise (1) the pressure within each area (using the same single contact analysis methods that we use for the sensor grid as a whole) and (2) the relationship between the different contact areas.

3.2.1. Single contact analysis

The analysis of a single contact area (or the entire sensor surface) is based on two types of features. First there are simple statistical parameters and second there are geometric image moments which provide a more sophisticated characterisation while being shift and rotation invariant.

**Statistical parameters.** Defining the pressure measured at the cross-section on the ith column and jth row in an \( n \times m \) matrix at time \( t \) as \( P(i, j, t) \) we consider the following parameters:

- Overall weight/force given by
  \[ W(t) = \sum_{i,j} P(i, j, t). \]  

- Average pressure (mean or RMS) given by
  \[ P_{\text{mean}}(t) = \frac{W(t)}{A}, \quad P_{\text{RMS}}(t) = \sqrt{\frac{\sum_{i,j}(P(t, i, j) - \bar{P}(t))^2}{A}} \]  

  where \( A \) is the contact area, for the whole image \( A = n \times m \).

- Contact Area. By defining a threshold \( P_{\text{thres}}(t) \), a pressure image can be divided into foreground (pressed, \( P(i, j, t) \geq P_{\text{thres}}(t) \)) and background (not pressed, \( P(i, j, t) < P_{\text{thres}}(t) \)). This threshold can be for example \( P_{\text{mean}}(t), P_{\text{RMS}}(t) \), or a value based on one of those (e.g. \( P_{\text{mean}}(t)/10 \)).

  Defining the set of pixels in a contact area as \( \{i, j\} \in A_p \), where \( P(i, j, t) \geq P_{\text{thres}}(t) \), the size of this area is then:
  \[ A = \sum_{(i,j) \in A_p} 1 \]  

  Notice this \( A \) can also be used for the parameters above and below.

- Centre of Weight (the location of contact area) given by
  \[ x(t) = \frac{\sum_{i,j} P(i, j, t) \times i}{W(t)}, \quad y(t) = \frac{\sum_{i,j} P(i, j, t) \times j}{W(t)}. \]  

**Geometric image moments.** These moments describe the contact area’s shape and distribution. Image moments are weighted averages of the intensity level of the pixels in the image, which effectively represent the global pressure distribution. Geometric image moments, however, are variant to translation, scale and rotation. Hu derived seven image moments that compactly describe the shape of the pressure distribution and are invariant to the above mentioned factors [66].

While Hu’s moments are fast to compute, they are difficult to interpret. They are also not orthogonal and therefore contain redundant information. Teague introduced a new set of image descriptors by projecting the image into orthogonal radial Zernike polynomials [67], known as the Zernike moments. While more complex to compute, Zernike moments have been proven superior in image classification and more robust to noise [68]. They are invariant to rotation and the pressure distribution can be described accurately using a fairly low number of moments thanks to their orthogonal property. The lower order Zernike moments describe the general shape and the higher order moments can be used to distinguish smaller details. Due to the orthogonality of Zernike moments, the classification accuracy normally grows with the training dataset’s size. Because current work focuses on scenario exploration, the dataset in most of the experiments is rather small (10–20 repeats from 5–10 test subjects). Even though Zernike moments can be of a higher number than the Hu’s moments (as many as wanted against maximum 7), they might lead to overfitting.

3.2.2. Multiple contacts analysis

Image segmentation is used to split the image into the relevant portions. The image parameters described above are then calculated for each individual contact area. Also the number of contact areas and the combination information from...
multiple areas are included, e.g. the distance between weight centres of the different areas, the ratio of weights, etc. To split the contact areas, the image can be pre-defined into several regions and contact areas are then extracted from each region. For example, the centre of weight can be used to split an image into the right and the left regions. If the shape of contact area is well known, template matching can be used. For example, regarding the round footprints left by dishes and glasses on the Smart-TableCloth (Section 4.2.4), Atherton and Kerbyson’s circle detection algorithm [69] is applied. For more complex and dynamically changing areas, unsupervised image clustering based on K-means [70] or information bottleneck [71] can be used.

3.3. Step 3: time-series analysis

For many activities key discriminative information is often contained in subtle temporal characteristics of the pressure distribution. We have found that detecting such temporal characteristics by direct analysis of pressure image sequences is difficult due to various noise sources described above (such as shifts of the contact surface with respect to the grid structure). Instead, temporal analysis is best performed on the features described in the previous sections, which are specifically designed to separate noise artefacts from information related to human activities.

Thus, temporal analysis is applied to multivariate time series, in a way similar to what is usually done with IMU signals. Both time domain features (e.g. signal mean, standard deviation and, zero cross rate) and frequency domain features (e.g. main frequency, frequency centroid, and energy) can be used.

When a specific action generates a distinguishable and repeatable pattern, template matching becomes feasible. To handle actions at different speeds, dynamic time warping (DTW) is used, which finds the optimal distance between two time-series [72]. The DTW distance to a template can be used both as a feature in classification and/or as a measure to spot activities from data stream. Overall, the specific type of analysis is application dependent.

3.4. Step 4: classification

The final classification is performed on a combination of spatial and temporal features. Both, the selection of the features and the specific classification algorithm are application dependent. In most cases we have found that normalisation of the features using mean and standard deviation from the training dataset can significantly improve the results.

4. Scenario exploration and evaluation

We have conducted a series of studies to evaluate the Smart-Surface, exploring various activity recognition scenarios in people’s daily lives, both as furniture cover and on the floor. The evaluation proceeds from explicit interaction with a textile surface when it is used as an “on furniture” user interface, through actions of body parts directly in contact with the Smart-Surface (e.g. different postures being sensed on a chair), to scenarios that demonstrate the ability of the system to detect activities through motion propagated to different body parts and balance changes.

4.1. General experiment workflow

For each application scenario, we designed experiments and recorded data from the Smart-Surface. All these experiments share the same workflow.

For each experiment 4–10 persons have been invited, mainly healthy master and Ph.D. students in computer science. Before each experiment, an experienced person (supervisor) explained purpose/content of the experiment and how the system works to each participant (subject).

The experiments contained a set of predefined activities, each repeated by the subject for at least 10–20 times. In some experiments, the activities were simple and could be performed within a certain time (e.g. to open the left/right cabinet), the instructions on when and what activity to perform were then given by a computer in front of the subject. The program ensured that these activities are performed in a random order and also kept a log on what activities have been performed when (automatic labelling). In other experiments, the activities have been more complex and were embedded at random times with random duration in a long data stream (e.g. stirring the noodle while eating). These experiments have been video recorded and the labels were generated later manually based on the video. The subjects have been given as much freedom as possible to ensure a high data variety. They have been provided with high-level activity instructions rather than a detailed description on how to perform them. During the complex experiments, they were also allowed to do other things, irrelevant to the predefined activities.

The data and the labels from multiple subjects were then put into the activity recognition workflow to evaluate the Smart-Surface’s performance.

4.2. Smart-SofaCloth as pervasive control interface

As a first evaluation we considered a situation where the user explicitly interacts with the Smart-Surface. The idea is to transform the surface of furniture (e.g. sofa) into a user interface that would allow people to control for example a TV or...
the whole smart home. Note that the aim of this study is not to demonstrate the quality of the user interface (which would require a full appropriate user interface) but to test the ability of the system to recognise different pressure patterns in the “simple” case where these are explicitly and consciously generated by the user. Equipping furniture surface with pressure matrix not only enables a computer to passively detect human activities, but also the human to actively input information into the computer.

We performed a feasibility study by placing a $30 \times 30$, 1 cm$^2$ spatial resolution textile matrix on the seat of a two-seated sofa (see Fig. 4) [4]. Six participants were asked to sit next to the matrix and perform touch gestures on it, including 9 typical gestures for touch interfaces (tap, double tap, swipe left/right/up/down, two finger pinch in/out and palm) and 6 easy-to-draw symbols that reflect different commands in a home automation scenario (tick and cross, glass, plate, plant, and water). All gestures were repeated during 10 rounds in random order, instructed by text, illustration and voice command from a notebook. In total 17 features are calculated for each gesture, including Hu’s moments on the aggregated image frames, average blob count, number of threshold crossings, and difference between the centre of weight at starting and ending positions. Those features are used to train a bagging ensemble of 100 classification and regression trees (CARTs). Based on 5-fold cross-validation, a 96% person dependent and a 90% person independent accuracy are achieved.

4.2.1. Smart-CarSeat for monitoring the driver’s activity

When cars get smarter, it is important for them to be aware of the driver’s mental as well as physical status. A pressure matrix built into seat can measure how the driver sits and moves, which might be linked to uneasiness, discomfort or stress [73,74]. Such postures and actions could even be used to predict traffic context and the driver’s intentions. Dangerous manoeuvres such as reaching to the back seat or to the car floor (e.g. to take care of a child or to pick up a dropped mobile phone) could also be detected. We use such scenarios to show the next step of conscious monitoring from pressure patterns described in the previous section. Thus we analyse pressure patterns that result from direct contact with the relevant body part, but are not generated by the user specifically for the purpose of interaction with the system.
We integrated a $32 \times 32$, 1 cm$^2$ spatial resolution pressure matrix into a car seat cover and invited 8 subjects to perform 8 different postures/actions in our lab environment (see Fig. 5): sit normal, lean left, lean right, lean front, look behind left, look behind right, reach back right and touch floor. As a 9th class we included vacant seat. The activities are repeated in 20 rounds and guided by a computer program.

Every recorded frame is smoothed with an $8 \times 8$ spatial Gaussian filter to suppress noise and up-sampled from $32 \times 32$ to $64 \times 64$. Each frame is then normalised using the overall weight and the first 16 Zernike moments were calculated. Only Zernike moments with positive repetitions are used because of symmetry. We also calculate the first 16 Zernike moments from the difference frame, which is the current frame minus the frame while sitting normally. This emphasises the change in posture. Because rotation also contains important information on leaning to the left or right side, both the real and the imaginary components of the Zernike moments are used.

With a 50 tree Random Forest Classifier, the person dependent accuracy is 85.8% based on 10-fold cross-validation and person independent accuracy is 71.6% based on leave-one-out validation.

4.2.2. Smart-Mat for gym exercises evaluation

Sport is an important part in modern life. We implemented an $80 \times 80$, 1 cm$^2$ spatial resolution textile matrix as a smart gym mat and demonstrate that it can recognise 10 different exercises and count repetitions (see Fig. 6) [1]. These exercises consist of coordinated movement of different body limbs that are difficult to capture with a single body worn sensor. Compared with the car seat experiment we are now looking at more complex pressure distributions. In addition the pressure changes are not always caused by the body parts directly in contact with the Smart-Surface.
Seven healthy participants were invited to perform 10 predefined sport exercises on the sensor mat. The exercises were selected from a pool that is recommended by experts at Mayo Clinic [75]. Each exercise was repeated 10 times per set and each set was performed 2 times per subject. To create a larger variance, the participants were asked to perform the first set at a fast tempo and the second set at slower tempo. The experiment has been video recorded and the starting and ending points of each exercise were manually labelled.

The pressure images are up-sampled from $80 \times 80$ to $160 \times 160$ and 10 image parameters are calculated for each frame: total weight, contact area, average pressure, and Hu's 7 Moments. These parameters are all invariant to translation and rotation, so that the user’s position on the mat will not influence the recognition result. From the 10 image parameters 70 temporal features are calculated. Using a k-NN classifier we achieve 88.7% and 82.5% for person independent and dependent accuracy, respectively. Because in each set only one exercise is repeated continuously, the accuracy can be further pushed to 86.5% (person independent) with majority voting over the complete set.

In order to count the repetitions, templates for each exercise are created. The parameters in time-series of multiple repeats of the same exercise are aligned and scaled to their median length. Those were then averaged and used as the exercise template. To each exercise template, 10 weights are assigned to the 10 parameters. Data lying in a sliding window is compared with the exercise templates at every step using dynamic time warping in 10 dimensions. The template weights are used to emphasise the dimensions containing more relevant information. The inverse of the weighted DTW distance is considered as “match”. A high match indicates the time when the data stream has a high similarity to the exercise template, thus considered as one repetition of the exercise (detected event). The peaks are detected robustly using hysteresis thresholds. If the detected event lies within the starting and ending points of the label, it is considered as a true positive.

User independent leave-one-out cross-validation is performed where the exercises for each subject are counted using templates from the other subjects. Since people have different body sizes and styles of performing exercises, for each subject, the template with the best DTW match from other subjects is automatically chosen. The achieved detection rate is presented in Fig. 7 as $F_1$-score [76], which can be interpreted as a weighted average of the precision and recall. The counting performance is 80%–100% for most subjects and most exercises, with the average counting accuracy of 89.9%. 

**Fig. 6.** Exercises performed in the experiment: push-up, quadruped, abdominal crunch, chest press with dumbbell, bridge, segmental rotation, calf raise, squat, biceps curl with dumbbell, and lunge. The pictures on the right are typical frames corresponding to the exercise.
4.2.3. Smart-floor for upper body activity recognition

With a spatial resolution of a few centimetres, human feet can be detected and therefore a person’s position and facing direction. Also subtle arm and torso movements propagate through the feet onto the ground. As an example, we demonstrate that by using a pressure matrix on the floor, we can recognise with which drawer a user interacts within the 3D space and that the interaction itself carries sufficient information to identify the person [2].

We put a $32 \times 32$, $2$ cm$^2$ spatial resolution pressure matrix on the floor in an office kitchen and asked 11 participants to stand on the matrix and open 7 different drawers and cabinets (see Fig. 8). These actions were chosen because these positions are related to objects often used in our daily life. For example in a western kitchen, the cabinets on the top are often used for dishes, the drawers in the middle for cutlery and the cabinet on the bottom for kitchen waste. The activities were repeated in 20 rounds, instructed by a computer in random order. The subject was asked to step away from the matrix after each round to avoid a fixed standing position.

Each recorded frame is smoothed with a $4 \times 4$ spatial low-pass filter and up-sampled to $64 \times 64$. The two feet are segmented from the pressure image using thresholding. Binary masks are created for the left and right foot. Parameters such as area and centre of weight are then calculated for each frame and also separately for the masked segments. Based
on the absolute difference between consecutive frames, every action is divided into 3 phases: opening the drawer/cabinet, looking inside and closing. Temporal features such as mean, minimum, maximum are calculated from the image parameters within the 3 phases. Using a Random Forest classifier, we achieve a person dependent accuracy of 81.0% using 10-fold cross-validation and a person independent accuracy of 78.7%. When the 7 actions are further mapped into 5, emphasising the main directions, viz. up, down, left, right and middle, the person dependent and independent accuracy grows to 86.3% and 83.6%, respectively. To recognise people’s identities, another Random Forest classifier is trained. With the same set of features we achieve 88.6% accuracy for user identification. Previous research [19] shows that gait information such as stride length and cadence are good features for person identification. Our result further demonstrates that even a small piece of pressure matrix, whose dimension is not enough to cover two footsteps, is already enough to identify people based on their weight, feet size and their way of interaction with furniture.

These results suggest that different postures and actions affect the weight balance on the floor. From this information the pressure matrix is able to tell which person is interacting with which furniture in the 3D space.

### 4.2.4. Smart-TableCloth for nutrition monitoring

Monitoring caloric intake and eating habits is a highly relevant problem for which there is yet no clear approach. Current solutions that provide accurate nutrition monitoring tend to be highly obtrusive (e.g. electrodes attached to neck [77]), while unobtrusive solutions remain inaccurate in terms of information they provide (e.g. wrist worn accelerometers [78], wearable cameras [79], and in-ear microphones [80]). As an additional sensing modality, we integrated a $30 \times 42$ textile pressure matrix with $1 \text{ cm}^2$ spatial resolution onto the top of a dining tablet and 4 Force Sensitive Resistors (FSR) at the corners under the tablet for diet monitoring (see Fig. 9) [81]. This application demonstrates the ability to detect very subtle pressure changes that propagate from the human body through numerous objects (cutlery, plate).

The system was evaluated with help of 10 healthy subjects, each having consumed a total of 8 meals chosen from 17 possible main dishes with 6 possible side dishes and a glass of water. We defined 8 classes that are common actions while eating with fork, knife and spoon: Stir (Noodles), Scoop solid (Rice), Cut (Steak), Poke/pierce (Nuggets), Scoop liquid (Soup), Poke/collect (Salad), Remove/Replace (Water glass), and No action. The latter class indicates chewing or talking breaks when the user is not touching the plates.

To simulate a real dining session the participants were asked to eat as they normally would. Only western cutlery was used. The participants were not restricted by specific cutlery for the different types of meals, e.g. some used fork and knife to collect the salad while other used a spoon. They were also allowed to watch TV or talk during their meal. The dining sessions lasted between 15 and 40 min each, depending on the participants’ eating habits. The experiments were video recorded and labelled manually.

Each pressure image is first up-sampled from $30 \times 42$ to $60 \times 84$. Atherton and Kerbyson’s circle detection algorithm [69] is then applied to build bounding boxes around the plates and glasses, which leave circular footprints underneath. Based on these boxes the image is segmented into 3 regions, each containing one of the 3 food/water containers. For each region the average weight and the centre of weight are calculated.
In total 68 time and frequency domain features are calculated for each labelled action. We trained a confidence based AdaBoost algorithm (ConfAdaBoost.M1), which is a recently developed variant of the popular Adaboost.M1 classifier \cite{82}. By performing a person dependent 10-fold cross validation with balanced classes we can classify 8 eating related actions with 90% accuracy. In the person independent case the average accuracy drops to 77%. This, however, is expected since there is a large variation in personal eating habits. When fusing information from the FSRs, the accuracy goes further up to 94% (person dependent). Spotting in the continuous data stream and estimation of food weight is also possible which we showed in previous work \cite{81}.

The dining tablet is able to unobtrusively spot and recognise basic actions that are related to food intake with fine granularity. The sensor can be used to estimate the eating speed and overall weight and if the user drinks enough water during the meal. This is valuable for evaluating long term eating habits that can be important in detecting changes in dietary patterns.

5. Discussion and conclusion

To explore surface based textile pressure sensing as a novel sensing modality for activity recognition, we developed general hardware architecture and data processing workflow. We also demonstrated their feasibility via 5 representative application scenarios. In these scenarios, the Smart-Surface is highly non-obtrusive and provides detailed pressure distribution, which is hard to detect with other sensing systems. The Smart-Surface is also multi-functional on two levels: the same hardware implementation can give multiple information (e.g. both upper body activity and the person’s identity as a floor) and be used in multiple scenarios (e.g. the same piece of textile can be put on a table for nutrition monitoring, or on sofa as an input interface). These 5 applications are just the foundation of our exploration. For the future we plan to explore the following issues:

**Study on textile properties:** Existing studies have shown that textile sensors suffer from non-linearity, drifting and hysteresis \cite{7,8}. We observed the same phenomenon in experiments with our design. In our current applications, we are looking at activities which generate short-time high pressure changes, so the changing pattern and the overall distribution play a more important role for activity recognition than the absolute pressure value at each single point. However, in some applications, direct measuring of weight might be favourable. For example, the user might benefit from a sport mat which also measures the precise body-weight or a table-cloth which also measures the dish weight. We are planning to perform a detailed evaluation of textile (both physical model and electronic performance) regarding its non-linearity, drifting, hysteresis and their changes after multiple times of washing.

**Real-time recognition and feedback:** Data are now processed off-line on a computer which stores the data. In applications like gym-exercises, live feedback would be very helpful. Because image analysis is based on matrix calculations, it could be greatly accelerated using parallel data processing on an FPGA. After that, on-line data recognition and real-time wireless information exchange with other devices like mobile phones might become possible.

**Wearable application exploration:** All the 5 application scenarios are ambient. Pressure sensor matrices placed on-body could also reveal much details on pressure generated by muscle movement, body posture or direct user input. We have started exploration in this direction and a smart textile based platform combining resistive pressure sensing and other sensing modalities is already working \cite{83}.

**Context-aware and self adaptation:** In each scenario of the 5 scenarios, the Smart-Surface was used only for one major purpose. We assume the system knows the context, thus where it is and for what purpose it is used. To be genuine multi-functional, the system should be able to discover the context and select proper data processing algorithms by itself.

**Fusion with other sensing modalities:** We investigated fusion in the nutrition monitoring scenario with 2 formats of pressure sensing, namely the Smart-Surface and distinct FSR’s. Fusing with other sensors (both wearable and ambient) could further improve the recognition.

**Super large-scale matrix for group activity recognition:** In all scenarios, there is only one subject at a time using the system. As humans are social beings, analysis of their relations and interactions is of great interest. Our architecture allows \( \sim 10^6 \) channels within one system. By expanding the current implementation from \( \sim 10^4 \) channels to \( \sim 10^6 \), exploration on group activity application becomes possible.

Based on the explored applications and with the potentially possible improvements, we believe that Smart-Surface can be a useful novel sensing modality, which opens new possibilities for future activity recognition applications.
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